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Abstract

This paper presents a strategy for compile-time partitioning of generalised three-dimensional iteration spaces; it can be applied to loop nests comprising two inner nested loops both of which have bounds linearly dependent on the index of the outermost parallel loop. The strategy is analysed using symbolic analysis techniques for enumerating loop iterations which can provide estimates for the load imbalance, and experimentally evaluated on a virtual shared memory parallel computer.

1 Introduction

Loop partitioning refers to this stage of the parallelisation process which deals with the formation of groups of loop iterations that can be executed in parallel; using a scheduling scheme, these groups are assigned to processors. Partitioning and scheduling constitute a fundamental problem to be solved on parallel computers [13]; this is generally termed as mapping. When mapping loop nests, it is essential to minimise overheads, such as load imbalance, communication, etc., thus increasing performance. Traditionally, researchers have been inclined towards run-time mapping schemes, on the basis that information not available at compile-time may permit a more balanced distribution of the workload [4], [9], [10], [15]. However, the latter may be achieved at the expense of additional overheads; furthermore, in the context of parallelising compilers, where a number of decisions are taken at compile-time, postponing the mapping phase until run-time may seriously affect the applicability of program restructuring transformations.

In this paper we describe a scheme for compile-time partitioning of loop nests comprising two inner nested loops both of which have bounds linearly dependent on the index of the outermost parallel loop. The main target is the minimisation of load imbalance, however, an attempt is also made to avoid options that may increase other sources of overhead. Load imbalance is estimated using symbolic analysis techniques for enumerating loop iterations; they are briefly introduced in section 2. Based on these, section 3 provides a description of the partitioning scheme, while preliminary experimental results on a virtual shared memory parallel computer demonstrate the efficiency of the method over other compile-time schemes.

2 Background

The loop nests considered in this paper have the form shown in figure 1. It is assumed that the sets of statements labelled statements.1, statements.2, ..., statements.5 do
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DOALL  \( i = l_1, u_1 \)
(stmt.1)
DO  \( j_2 = l_{21} i + l_{22}, u_{21} i + u_{22} \)
(stmt.2)
DO  \( j_3 = l_{31} i + l_{32} j_2 + l_{33}, u_{31} i + u_{32} j_2 + u_{33} \)
(stmt.3)
ENDDO
(stmt.4)
ENDDO
(stmt.5)
ENDDO

\[ W_{tot} = \sum_{i=1}^{u_1} W_I + \sum_{i=l_1}^{u_1} \sum_{j_2=l_{21} i + l_{22}}^{u_{21} i + u_{22}} W_{J_2} + \sum_{i=l_1}^{u_1} \sum_{j_2=l_{21} i + l_{22}}^{u_{21} i + u_{22}} \sum_{j_3=l_{31} i + l_{32} j_2 + l_{33}}^{u_{31} i + u_{32} j_2 + u_{33}} W_{J_3}. \]

The evaluation of sums such as the above depends on the number of symbolic variables involved in the loop bounds; detailed methodologies for the symbolic evaluation of sums in the context of parallelizing compilers are described in [3], [11], [12], [14].

\footnote{This implies that the \( j_2 \) and/or \( j_3 \) loops may be surrounded by DO . . . ENDDO loops which perform the same number of iterations regardless of the value of \( i \); such loops may also exist in any of the five mentioned sets of statements.}
3 Methodology

A subclass of the loop nests shown in figure 1 is defined as follows:

**Definition 3.1.** Consider the loop nest shown in figure 1; this is a canonical loop nest of depth 3, if and only if, \( u_1 > l_1 \) and, for all \( i, j_2 \), the following inequalities always hold

\[
l_{21} i + l_{22} \leq u_{21} i + u_{22}
\]
\[
l_{31} i + l_{32} j_2 + l_{33} \leq u_{31} i + u_{32} j_2 + u_{33}
\]

where, \( l_{21} \neq u_{21} \) and at least one of the differences \((l_{31} - u_{31}), (l_{32} - u_{32})\) is non-zero\(^2\).

Definition 3.1 provides the basis for the following theorem.

**Theorem 3.1.** Consider a canonical loop nest of depth 3 as shown in figure 1; if the index of the outermost loop can be partitioned into \( 2p^2 \) equal partitions, then the loop nest can be partitioned into \( p \) partitions of equal workload.

**Proof.** Let \( n = u_1 - l_1 + 1 \) be the number of iterations of the outer loop; since the outer loop can be partitioned into \( 2p^2 \) equal partitions, then \( 2p^2 \) divides \( n \). Thus, the \( k \)-th partition of the outermost loop will perform work \( W_k \), equal to

\[
W_k = \frac{n}{2p^2} W_I + I_{J_2} W_{J_2} + I_{J_3} W_{J_3},
\]

where \( I_{J_2}, I_{J_3} \) are the number of times the statements corresponding to work \( W_{J_2}, W_{J_3} \), respectively, are executed by the \( k \)-th partition. Proceeding to the computation of a closed formula for \( I_{J_2}, I_{J_3} \), we have to evaluate the summations

\[
I_{J_2} = \sum_{i=l_k}^{u_k} \sum_{j_2=l_{21}i+1}^{u_{21}i+u_{22}} 1,
\]
\[
I_{J_3} = \sum_{i=l_k}^{u_k} \sum_{j_2=l_{21}i+1}^{u_{21}i+u_{22}} \sum_{j_3=l_{31}i+l_{32}j_2+1}^{u_{31}i+u_{32}j_2+u_{33}} 1,
\]

where \( l_k = l_1 + kn/2p^2 \) and \( u_k = l_1 + (k + 1)n/2p^2 - 1 \). Since the loop nest is canonical by hypothesis, the upper bound of any of these sums is always greater than or equal to the corresponding lower bound. Thus, evaluating the sums, we get

\[
I_{J_2} = A_{12}k + A_{02},
\]
\[
I_{J_3} = A_{23}k^2 + A_{13}k + A_{03},
\]

for \( A_{ij} \) constants. Therefore, equation (2) can be rewritten as

\[
W_k = \frac{n}{2p^2} W_I + (A_{12}k + A_{02}) W_{J_2} + (A_{23}k^2 + A_{13}k + A_{03}) W_{J_3}
\]
\[
= \frac{n}{2p^2} W_I + A_{02} W_{J_2} + A_{03} W_{J_3} + (A_{12} W_{J_2} + A_{13} W_{J_3}) k + A_{23} W_{J_3} k^2
\]
\[
= C_0 + C_1k + C_2k^2,
\]

where \( C_0, C_1, C_2 \) are constants.

\(^{2}\) This restriction guarantees that the number of iterations of each inner loop depends on the value of the index of at least one of the surrounding loops.
We assume that there is a way of grouping the \( 2p^2 \) partitions along the index of the outermost loop into \( p \) partitions of equal workload; we call the latter partitions of the loop nest (as opposed to partitions along the index of the outermost loop). We further assume that each partition \( k', 0 \leq k' \leq p - 1 \), of the loop nest consists of \( 2p^2/p = 2p \) partitions along the index of the outermost loop and performs work \( W'_k \); then, for all \( k' \), it must be the case that
\[
W'_0 = W'_1 = W'_2 = \ldots = W'_{p-1}.
\]
Let \( S_{k'} = \{ s_{k'1}, s_{k'2}, \ldots, s_{k'2p} \} \) be the set of partitions along the index of the outermost loop which compose the \( k' \)-th partition of the loop nest; clearly, the integers \( s_{ij}, 0 \leq i < p, 1 \leq j \leq 2p \) (that is, the elements of all the sets \( S_{k'}, 0 \leq k' < p \), are a permutation of the integers \( 0, 1, 2, \ldots, 2p^2 - 1 \). Then, the workload, \( W'_{k'} \), of the \( k' \)-th partition of the loop nest is given by
\[
W'_{k'} = W_{s_{k'1}} + W_{s_{k'2}} + \ldots + W_{s_{k'2p}} = \sum_{i=1}^{2p} W_{s_{k'i}} = \sum_{i=1}^{2p} \left( C_0 + C_1 s_{k'i} + C_2 s^2_{k'i} \right).
\]
Since, for any two distinct partitions \( x, y \) of the loop nest, \( 0 \leq x, y < p \) and \( x \neq y \), \( W'_x = W'_y \iff W'_x - W'_y = 0 \), we have
\[
W'_x - W'_y = \sum_{i=1}^{2p} \left( C_0 + C_1 s_{xi} + C_2 s^2_{xi} \right) - \sum_{i=1}^{2p} \left( C_0 + C_1 s_{yi} + C_2 s^2_{yi} \right)
= \sum_{i=1}^{2p} \left( C_1 s_{xi} - s_{yi} \right) + C_2 \left( s^2_{xi} - s^2_{yi} \right)
= \left( \sum_{i=1}^{2p} s_{xi} - \sum_{i=1}^{2p} s_{yi} \right) C_1 + \left( \sum_{i=1}^{2p} s^2_{xi} - \sum_{i=1}^{2p} s^2_{yi} \right) C_2.
\]
The above expression must be equal to zero. A solution is given when the coefficients of \( C_1, C_2 \) are both equal to zero. In this case, the problem reduces to solving the following system of equations:
\[
\begin{aligned}
\sum_{i=1}^{2p} s_{xi} &= \sum_{i=1}^{2p} s_{yi} \\
\sum_{i=1}^{2p} s^2_{xi} &= \sum_{i=1}^{2p} s^2_{yi}.
\end{aligned}
\]
Generalising the above for all partitions of the loop nest, we get the system
\[
(3) \quad \begin{cases}
\sum_{i=1}^{2p} s_{0i} = \sum_{i=1}^{2p} s_{1i} = \sum_{i=1}^{2p} s_{2i} = \ldots = \sum_{i=1}^{2p} s_{p-1,i} \\
\sum_{i=1}^{2p} s^2_{0i} = \sum_{i=1}^{2p} s^2_{1i} = \sum_{i=1}^{2p} s^2_{2i} = \ldots = \sum_{i=1}^{2p} s^2_{p-1,i}.
\end{cases}
\]
Thus, all sets \( S_{k'}, 0 \leq k' < p \), must have equal sums of their elements and equal sums of the squares of their elements. Hence, if we find a method of partitioning all the integers from 0 to \( 2p^2 - 1 \) into the \( p \) sets \( S_0, S_1, \ldots, S_{p-1} \) so that (3) holds, the Theorem has been proved. We consider the \( p \) pairs given by
\[
\{2pi + (k' + i) \mod p, 2p(i + 1) - (k' + i) \mod p\},
\]
\begin{verbatim}
DOALL I=1,N
   DO J=3,2*I+1
      DO K=J+2,5*I
         (statements)
      ENDDO
   ENDDO
ENDDO
\end{verbatim}

Fig. 2. An example of a canonical loop nest of depth 3.

where $0 \leq i < p$. We observe that the sum of the elements of each pair is independent of $k'$. Furthermore, the sum of the squares of the elements of all the pairs is constant; this is because, for all $k'$, $0 \leq k' < p$, the value of

$$
((k' + 0) \mod p)^2 + ((k' + 1) \mod p)^2 + ((k' + 2) \mod p)^2 + \ldots + ((k' + p - 1) \mod p)^2
$$

is equal to

$$
0^2 + 1^2 + 2^2 + \ldots + (p - 1)^2.
$$

Given also that, for all $i, k'$, any two such pairs have different elements, we have found a way of partitioning the integers $0, 1, 2, \ldots, 2p^2 - 1$ such that it yields a solution to (3). Hence, the set of partitions along the index of the outer loop which compose the $k'$-th partition of the loop nest is given by

$$
S_{k'} = \{2pi + (k' + i) \mod p : 0 \leq i < p\} \cup \\
\{2p(i + 1) - 1 - (k' + i) \mod p : 0 \leq i < p\}.
$$

(4)

Therefore, the loop nest can be partitioned into $p$ partitions of equal workload. □

In order to illustrate the results of Theorem 3.1, consider the loop nest shown in figure 2. Assuming that $N > 1$, then the inequalities $3 \leq 2*I+1$ and $J+2 \leq 5*I$ always hold, while, for each inequality, the coefficients of $I$ are non-zero; hence, the requirements of Definition 3.1 are satisfied and the loop nest is a canonical loop nest of depth 3. Based on Theorem 3.1 and assuming that the number of iterations of the outer loop, $N$, is a multiple of $2p^2$, where $p$ is the number of processors, partitioning the loop nest according to (4) leads to perfect load balance.

To provide an intuitive view of this partitioning scheme, the corresponding geometrical representation of the original loop nest is shown in figure 3.a. Assuming that two processors are used, the index of the outer loop is partitioned into $2 \cdot 2^2 = 8$ partitions; the corresponding polytope for each partition is shown in figure 3.b. Then, applying (4), the first processor is assigned partitions 0, 3, 5, and 6, while the second processor is assigned partitions 1, 2, 4, and 7; in geometrical terms, the polytopes have been assigned to two groups in such a way that the total volume of the polytopes in each group is the same.

The partitioning technique suggested in the proof of Theorem 3.1 can also be applied when the number of iterations of the outer loop, $n$, is not a multiple of $2p^2$; in this case, assuming that partitioning along the index of the outermost loop is performed as evenly as possible (that is, each partition has a number of iterations which differs by at most 1 from that of any other partition), a small value of load imbalance is expected. Theorem 3.1 can also be extended to cover cases where there are more than one inner loops at the same level (i.e., loops which are surrounded only by the same outer loops) whose bounds


4 Experimental Results

In order to evaluate the performance gains of the partitioning strategy described in the previous section, we consider the parallelisation of the code shown in figure 4, which corresponds to the multiplication of two upper triangular \( n \times n \) matrices [6] (the two outer loops have been interchanged in order to increase the number of unit stride array references). Clearly, the loop nest is canonical (see Definition 3.1), and, given that it has a depth of 3, a partitioning scheme based on the proof described in Theorem 3.1 may lead...
to perfect load balance. We compared this scheme (henceforth denoted by CAN) with three other compile-time mapping schemes, subsequently denoted by the shorthands KAP, MARS, and CYC; KAP corresponds to the mapping strategy of the KAP auto-parallelising compiler (which is based on scheduling chunks of consecutive iterations having a fixed size), MARS corresponds to the mapping strategy of the MARS experimental parallelising compiler [2] (which is equivalent to compile-time partitioning into a number of chunks of consecutive iterations equal to the number of processors), and CYC corresponds to a cyclic (or wrap [5]) way of mapping the iterations onto processors (i.e., processor 0 executes iterations $1, p + 1, 2p + 1, \ldots$, processor 1 executes iterations $2, p + 2, 2p + 2, \ldots$, in general, processor $i$, $0 \leq i \leq p - 1$, executes iterations $i + 1 + kp, k = 0, 1, 2, \ldots, n/p - 1$).

The parallelised programs were run on a KSR1, using two different values for $n$, 256 and 1024; their execution time is shown in Table 1. In both cases, KAP and MARS perform worst of all while CAN performs best. The performance of CYC is comparable with that of CAN when using a relatively small number of processors; for more than 12 processors, CYC causes a large number of cache misses.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Mapping scheme</th>
<th>Number of processors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>256</td>
<td>KAP</td>
<td>4.03</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>3.99</td>
</tr>
<tr>
<td></td>
<td>CYC</td>
<td>4.02</td>
</tr>
<tr>
<td></td>
<td>CAN</td>
<td>3.99</td>
</tr>
<tr>
<td>1024</td>
<td>KAP</td>
<td>527</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>524</td>
</tr>
<tr>
<td></td>
<td>CYC</td>
<td>525</td>
</tr>
<tr>
<td></td>
<td>CAN</td>
<td>524</td>
</tr>
</tbody>
</table>

5 Conclusion

The partitioning strategy described in this paper provides a mechanism for balancing the load of three-dimensional iteration spaces. Comparing to cyclic schemes of partitioning [5], the advantage of the presented scheme is that it is based on forming groups of consecutive iterations, an approach which is likely to reduce false sharing effects on certain machines [8], [9]. Furthermore, the presented scheme partitions the iterations of the outermost loop into equal (or almost equal) parts (as opposed to approaches analogous to balanced chunk scheduling [7]), which may be preferable for exploiting data parallelism at the program level.
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