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Abstract. Deductive object-oriented databases (DOODs) seek to combine the complementary benefits of the deductive and the object-oriented paradigms in the context of databases. Research into DOODs has now been taking place for almost ten years, and a significant number of designs and implementations have been developed. This paper categorises proposals for DOODs, based on the language design strategy pursued, and compares the resulting systems in terms of the support provided for specific deductive and object-oriented features. It is shown how comprehensive proposals have emerged from significantly different design strategies, and it is argued that research on DOODs is now quite mature, in that consensus is emerging on the capabilities that it is appropriate for DOODs to support.

1 Introduction

The observation that object-oriented and deductive database systems generally have complementary strengths and weaknesses gave rise to interest in the integration of the two paradigms in the late 80s. Initial proposals involved the extension of deductive languages with limited facilities for modelling complex values [AG88], and the view was sometimes expressed that DOODs could not be developed without detracting substantially from the benefits of at least one of the component paradigms [Ull91]. However, although there has never been a flood of proposals for DOODs, there has been a steady flow of new ideas, techniques and systems throughout the 90s, so that there are now more than ten working prototypes and one product [FLV96]. It seems suitable, therefore, to review the work carried out to date, to identify the approaches that have been taken, the achievements that have been made, and to assess the quality of the current state-of-the-art.

This survey provides an overview of DOOD systems and an evaluation of language proposals. The survey is organised according to the language design strategy adopted, which highlights how new proposals for DOODs build upon earlier work on deductive systems, programming languages, or logic theory. The systems that result from the different approaches are then compared according to two orthogonal language criteria: declarative support: language features that support the declarative programming style; and object-orientation support:
language features that support the object-oriented programming style. The following proposals are reviewed in this work: Chimera, ConceptBase, Coral++, ESQL2, FLORID, Gulog, Logdata+, Logres, Noodle, Orlog, Peplom, Quixote, ROCK & ROLL, ROL and Validity. The choice of systems was based on the availability to the authors of an implemented prototype and/or suitable papers describing the language. There is evidence that at least a partial prototype exists for every language in the survey except Gulog, and versions of ConceptBase, FLORID, ROCK & ROLL, ROL and Quixote are available in the Internet.

The paper is organised as follows. Section 2 presents an overview of the different design strategies for DOODs from the deductive language perspective. In section 3 the proposals derived using the strategies of section 2 are compared in terms of the functionalities they support. Section 4 presents some conclusions. Throughout the paper, some familiarity with deductive database concepts, as described in [CGT90], is assumed.

2 Design Strategies

In this section, DOODs are classified according to the language design strategy exploited during their development. There is more variety in the approaches taken to the development of DOODs than was the case with deductive relational databases (DRDBs), as in the latter case an agreed data model gave rise to the development of Datalog as a widely accepted starting point for the development of practical DRDBs.

The following strategies, which are illustrated in figure 1, have been adopted in the design of DOOD systems:

**Language Extension:** an existing deductive language model is extended with object-oriented features. This approach is familiar from work on DRDBs such as LDL [NT89] or CORAL [RSS92], in which the syntax and semantics of Datalog were extended incrementally with negation, set terms, built in predicates, etc. In the language extension approach to DOODs, Datalog is generally an ancestor of the DOOD language, which is extended to support identity, inheritance, etc. Note that this strategy does not imply the existence of an earlier deductive database implementation or syntactic conformity with existing languages.

**Language Integration:** a deductive language is integrated with an imperative programming language in the context of an object model or type system. In this strategy, the resulting system supports a range of standard object-oriented mechanisms for structuring both data and programs, while allowing different and complementary programming paradigms to be used for different tasks, or for different parts of the same task. The idea of integrating deductive and imperative language constructions for different parts of a task was pioneered in the Glue-Nail DRDB [DM93], and is now adapted for object-oriented databases. The success of this strategy depends on the seamlessness of the integration of the deductive language and the imperative language.
Language Reconstruction: an object model is reconstructed following the rationale of Reiter [Rei84], creating a new logic language that includes object-oriented features. In this strategy, the goal is to develop an object logic that captures the essentials of the object-oriented paradigm and that can also be used as a deductive programming language in DOODs. This is a revolutionary approach in the sense that much of the associated implementation technology may have to be conceived from scratch. The driving force behind the language reconstruction strategy is an argument that language extensions fail to combine object-orientation and logic successfully [KHW95], by losing declarativeness through the introduction of extra-logical features, or by failing to capture all aspects of the object-oriented model. The major drawbacks of reconstruction are the difficulty of providing efficient implementations of all the features of the object logic and the lack of agreement on the target model to be formalised.

Within the strategies described, different approaches can be adopted, depending on the choice of the base language to be extended, the the nature of interaction between the integrated languages, or the object model reconstructed by the logic. The main approaches, examples of which are given in table 1, are:

1. Extend a Datalog-based language with object-oriented features.
2. Extend a Prolog-based language with object-oriented features.
3. Extend a SQL-based language with deduction and object-orientation.
4. Integrate a declarative rule language with an object-oriented programming language, allowing one of the languages to borrow programming constructs from the other (unilateral integration).
5. Integrate a declarative rule language with an object-oriented programming language, allowing each of the integrated languages to borrow programming constructs from the other (bilateral integration).
6. Reconstruct a data model from the database community.

7. Reconstruct a data model from the knowledge representation community.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Approach</th>
<th>Proposals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extension</td>
<td>1</td>
<td>ConceptBase [JGJS94] Logres [CCF+93] Logidata+ [NST93] ROL [Liu96b]</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Quixote [YTM93]</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>ESQL2 [GV92b]</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Noodle [MR93] ROCK &amp; ROLL [BPF94]</td>
</tr>
<tr>
<td>Reconstruction</td>
<td>6</td>
<td>Gulog [Dob90] Orlog [JL92]</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>FLORID [FHKS96]</td>
</tr>
</tbody>
</table>

Table 1. Strategies and approaches to DOOD language design

The different strategies and approaches reflect general disagreement on how to combine object-orientation and deduction. An interesting issue is the expectations towards the delineation of an Oblog: the equivalent of Datalog for the object-oriented world [FPWB92]. Three lines of thinking seem to emerge from the literature: that Oblog is Datalog extended with object-oriented features, that Oblog is a reconstructed language, or that Oblog will never exist.

2.1 Language Extension Strategy

Language extension proposals aim to enhance the modelling power and programming style of declarative languages by supporting object-oriented features within the data models associated with such languages. The critical issues in this strategy relate to the choice of declarative language model that underlies the extension (logic programming, relational programming) and to the technique used to map features like objects, classes, object sharing, inheritance, methods and encapsulation into the declarative language.

Datalog and Prolog Extensions Extension-based DOODs have been derived incrementally from Datalog or Prolog by adding structural and behavioural features from the object-oriented model. Theoretical languages [CG88, AK89, BM92, ACM93] were proposed to provide a foundation to the strategy, with IQL [AK89] being the first theoretical language extension proposal to support the structural complexity of the main object model features (classes, identity, complex objects and inheritance). IQL had a major impact on many later DOOD languages.
There is also a substantial amount of work on concepts and techniques for extending logic programming with object-oriented features – for a comprehensive overview see [McC92, Mos94]. A brief summary of how the main object-oriented concepts can be mapped into the logic programming world is shown in Table 2.

<table>
<thead>
<tr>
<th>Logic Programming</th>
<th>Object-Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>complex terms</td>
<td>complex values</td>
</tr>
<tr>
<td>object theories or predicate extensions</td>
<td>classes</td>
</tr>
<tr>
<td>OIDs in predicate extensions</td>
<td>object identity</td>
</tr>
<tr>
<td>labels in object theories</td>
<td>objects</td>
</tr>
<tr>
<td>ground instances of predicate extensions</td>
<td>objects</td>
</tr>
<tr>
<td>labelled object theory</td>
<td>object sharing</td>
</tr>
<tr>
<td>OID-based references</td>
<td></td>
</tr>
<tr>
<td>label-based references</td>
<td></td>
</tr>
<tr>
<td>unification through generalisations</td>
<td>inheritance</td>
</tr>
</tbody>
</table>

**Table 2.** Support for object-orientation within logic programming

Two alternatives to mapping structural object-oriented concepts into logic programming have been identified [CT93]: *predicate extensions* define an object as an identity-based ground instance of an extended predicate and *logical theories* define an object as a set of facts and rules defining properties of an object.

**Predicate extensions**

In implementations based on predicate extensions, identity is represented in the predicate by a special argument that stands for the object identifier (OID), providing an identity-based data model on top of a value-based system implementation. The creation and manipulation of OIDs is under the control of the system, which provides special methods for object creation (e.g., a new operator or OID invention). The management of is-a relationships can be done by adding clauses to each program, that enforce the is-a relationships defined over the corresponding schema. The following rules show the definition of system generated clauses added for managing the relationship $C_1$ is-a $C_2$ in Logres and Logdata+, where facts for the satisfaction of containment constraints are generated, propagating OIDs along is-a relationships, assuring that instances of the subclass $C_1$ are included in the extension of the superclass $C_2$.

\[
C_2(OID : x_0, A_1 : x_1, \ldots, A_h : x_h) \leftarrow C_1(OID : x_0, A_1 : x_1, \ldots, A_h : x_h, \ldots, A_{k+h} : x_{k+h})
\]

\[
\text{TYPE}(C_2) = (A_1 : \tau_1, \ldots, A_h : \tau_h) \quad \text{TYPE}(C_1) = (A_1 : \tau_1, \ldots, A_h : \tau_h, \ldots, A_{k+h} : \tau_h)
\]

and $x_i \in \text{Attribute Names}$, $\tau_i \in \text{Attribute Types}$. 
Logical theories

Within the implementation based on logical theories, a set of facts and rules defines each object or class. Class hierarchies are represented by specialisation rules and OIDs can be supported by a user-defined label attached to the theory defining an object or by a built-in predicate new that generates the OIDs. The example in figure 2 specified in the syntax proposed in [BM92], shows two classes (stop, train arrival) defined as theories, with declarative database updates expressed as a side-effect of the deductive process by applying the operators minus and plus to denote deletion and insertion, respectively.

stop: (NM,CD)
    { name(NM).
      code(CD).
      CH: change_name(N,NewN) <- ~name(N), +name(NewN).
    }

train_arrival: (TC,T,PS,OC)
    { train_code(TC).
      time_at_stop(T).
      place_of_stop(PS) <- stop:code(PS).
      origin_code(OC) <- stop:code(OC).
    }

?- new(stop,euston,lon_e,0id).
?- new(stop,manchester_picadilly,mcr_p,0id).
?- new(train_arrival,t42,16:55,mcr_p,lon_e,0id).

Fig. 2. Object theories

In the example, goals are used to create objects using the built-in new predicate. When the predicate receives as parameters the class name and the values of the properties of the object to be created, the predicate succeeds and an OID is generated for the object.

Example systems

ConceptBase is a multi-user DOOD adopting a client-server architecture that provides a CORBA compliant interface. ConceptBase supports a wide range of deductive and object-oriented features that are accompanied by graphical tools for browsing and manipulating the system. ConceptBase's language O-TELOS can be seen as an amalgamation of a declarative rule language and an object-oriented data model, where the object structure is mapped as facts, rules and integrity constraints within Datalog with negation.

Logres and Logidata+ provide a deductive language to query an object-relational data model. Logres introduces the notion of application as an abstraction unit for grouping rule definitions and goals relating to a specific task.
Transitions between database states in Logres are controlled by the execution of *applications* that can update the database as a side effect of the deductive process.

Quixote is a persistent constraint logic programming language with top-down evaluation extended with identity-based objects represented as labels in object theories. Methods define properties of objects, and inheritance is supported through subsumption constraints. Quixote supports a concept of module that provides encapsulation and a modular programming style, and also provides support to updates as a side effect of the query process.

ROL is a typed extension to Datalog that supports the widest range of deductive and object-oriented features within the surveyed prototypes (see tables 3 and 4). ROL provides a mechanism for representing both partial and complete information on sets and avoids procedural extensions.

The example in figure 3 in Logres illustrates the language extension strategy. In the example, the database describes a graph representing train and flight connections between stops. The flights and trains connect stops that can be airports or train stations. Classes `STOP`, `TRAIN-STOP` and `FLIGHT-STOP` are declared in the database schema and rules are provided to recursively compute paths among cities and the total duration of the travel. A set of intermediate nodes is computed to avoid cyclic paths of infinite duration.

**DOMAINS SECTION**

```plaintext
NAME = STRING; CODE = INTEGER; TIME = INTEGER;
```

**CLASSES SECTION**

```plaintext
STOP = (NM:NAME, CD:CODE);
TRAIN-STOP = (ST:STOP, ORIGIN:STOP, DEST:STOP, T:TIME);
FLIGHT-STOP = (ST:STOP, ORIGIN:STOP, DEST:STOP, T:TIME);
TRAIN-STOP isa STOP;
FLIGHT-STOP isa STOP;
```

**ASSOCIATIONS SECTION**

```plaintext
PATH = (ORIGIN:STOP, DEST:STOP, INT:{S}, T:TIME);
```

```plaintext
path(origin:x,dest:y,int:i,t:z) <- train-stop(st:s,origin:x,dest:y,t:z),i=0.
path(origin:x,dest:y,int:i,t:z) <- flight-stop(st:s,origin:x,dest:y,t:z),i=0.
path(origin:x,dest:y,int:i,t:z) <- path(origin:x,dest:x1,int:i1,t:z1),
                              train-stop(st:s,origin:x1,dest:y,t:z2),
                              Z=Z1+Z2,append(X1,I1,I),
                              not member(Y,II).
path(origin:x,dest:y,int:i,t:z) <- path(origin:x,dest:x1,int:i1,t:z1),
                              flight-stop(st:s,origin:x1,dest:y,t:z2),
                              Z=Z1+Z2,append(X1,I1,I),
                              not member(Y,II).
```

Fig. 3. Example rules in Logres
Language extension proposals based on predicate extensions solve the problems of infinite set generation summarised in [UL91] by supporting value-based as well as identity-based entities. In the Logres example, path is modelled as an association (unnormalised relation), and thus individual paths are not represented as objects with distinct identities.

**SQL extensions** ESQIL is a language extension proposal that extends the relational model of SQL2 with deductive and object-oriented capabilities. Classes are implemented as relations extended with a system controlled attribute that stands for the OID. A rich set of generic abstract data types are supported, which can be specialised, providing a tool for building complex types based on sets, lists, bags and vector constructs. Updates are provided as an extension of the SQL2 syntax and deduction is implemented as an extension of the view mechanism of SQL2.

### 2.2 Language Integration Strategy

The rationale behind language integration is expressed by the following argument stated in [UZ90]:

A declarative formulation cannot compete with the cogency and optimality of textbook algorithms for specific problems. These situations call for a mixed mode, and for the harmonious cooperation between the two modes at the language and system levels.

DOODs with integrated languages are designed to support the synergy of the different components: the logic language can be used to support those parts of an application that are suitable for declarative rule-based expression, and the imperative language can be used to support updates, input/output, and the expression of algorithms normally written in a procedural manner. Both languages operate in the context of an OO data model or type system.

A significant strength of language integration is the conventionality of its individual components. Most of the integration can be carried out without altering the defining principles of the component paradigms or introducing complex new concepts in order to achieve integration. Originality exhibited in the enactment of this strategy is found in the methodology adopted to achieve integration, rather than in the individual components that have been integrated.

The critical issues in this strategy are related to the flexibility of the integration approach (unilateral or bilateral), the choice of the source languages, and the selection of object model or type system underlying the integration.

**Example systems**

Chimera integrates sub-languages supporting active, imperative and declarative constructs in the context of the Chimera object model. Together with Validity and unlike other language integration proposals, it provides support for
declarative integrity constraints, and with ROCK & ROLL [DPWF96], is unusual among DOODs in supporting Event-Condition-Action rules. Chimera is classified as an unilateral language integration approach, as there are limitations on the bilateral embedding of the deductive and imperative sub-languages.

Coral++ integrates the Coral rule language with the C++ type system. Arbitrary C++ objects are allowed in database facts and C++ expressions are allowed in rules (unilateral integration). An advantage of Coral++ in relation to other integrated proposals is the access provided to the popular and powerful language C++, whereas other DOODs generally exploit their own data models and languages. However, Coral++ manifests impedance mismatch problems.

Noodle provides a declarative query language for the SWORD object-oriented database system [MR92]. Noodle is integrated with the O++ language of the Ode DBMS [AG89] following a bilateral approach to integration. Noodle defines a powerful declarative query language supporting higher order features, OID-based and value-based elements in collections, and collections as first-class objects. It is the only language integration proposal to support schema browsing.

Peplom integrates a deductive notation with the Peplom database programming language, which is superficially similar to C. The deductive language is a significantly extended Datalog.

In ROCK & ROLL the starting point for the development of the subsequently integrated languages is an object-oriented semantic data model. The deductive language ROLL and the imperative language ROCK are then derived from this model, and integrated with minimal impedance mismatches. Type inference in ROLL prevents runtime type errors occurring across the language interface, and later work has added active [DPWF96] and spatial [FDPW97] facilities.

Validity is the first DOOD to become a product. The system integrates declarative and imperative constructs in the DEL language. Validity is classified as an unilateral language integration approach as there are limitations on the bilateral embedding of the deductive and imperative sub-languages (methods can only be implemented by the imperative component).

To illustrate language integration ideas, the example in figure 4 shows the definition of a type stop in ROCK & ROLL, combining imperative object-oriented and declarative styles of programming—the type definition indicates that stop is an association of other adjacent stops (defining stops that are directly linked to a stop, denoted by the set brackets symbol) and that it has properties name, code and three public methods print, adjacent and reachable. The print method displays the properties of a stop and is implemented in the imperative language ROCK. The adjacent method indicates if a stop is directly linked to another and reachable indicates if a stop is reachable from another stop. Both adjacent and reachable are implemented in the ROLL language. All methods are statically type checked, can be inherited or overridden, and can be invoked from the same program or interactively. Methods starting with the prefix get are system generated and are used to retrieve properties and to access members of collections.
type stop:
    properties: code: integer,
               name: string;
    public: { stop };
interface: ROCK: public: print();
           ROLL: public: adjacent(stop): bool, reachable(stop): bool;
end-type;
class stop
public:
    print()
begin
    write "name=" , get_name() @ self, ", code=" , get_code() @ self, nl;
end
adjacent(stop)
begin
    adjacent(OtherStop) @ ThisStop
    :- OtherStop == get_member @ ThisStop;
end
reachable(stop)
begin
    reachable(OtherStop) @ ThisStop
    :- adjacent(IntermediateStop) @ ThisStop,
       reachable(OtherStop) @ IntermediateStop;
end
end-class

Fig. 4. Imperative and declarative methods in ROCK & ROLL

2.3 Language Reconstruction Strategy

The language reconstruction strategy is based on the formal description of data model concepts in a mathematical framework with the aim of formalising the notions underlying implemented systems. In the database field, logic foundations are useful for defining a declarative semantics for the data model, for underpinning query optimisation, for providing concise specifications of implemented systems, and for adding deductive capabilities.

The critical decision in this strategy relates to the nature of the object model to be reconstructed. The expressiveness, tractability and programming style of the logic will be affected by this decision.

Example systems

FLORID is a partial implementation of the features and syntax defined by F-logic [KLW95]. FLORID supports a powerful logic, departing from a frame-based knowledge representation scheme, adopting a style of programming that mixes intensional and extensional definitions and supporting higher order syntactic constructs. The notion of schema is formed by the definition of class signa-
tures and class hierarchies, and no distinction is made between data and schema declarations.

Gulog tries to provide a more database-oriented formal foundation than F-logic, by reconstructing a more conventional object-oriented data model and supporting only first-order syntactic constructs. Gulog distinguishes between schema and instance level constructs.

Orlog departs from an object-relational data model, and supports the notions of schema and integrity constraints. Schema definitions are separated from data declarations and higher order syntactic constructs are supported.

Another difference between reconstruction proposals stems from the way that ambiguously defined object-oriented features like multiple inheritance and over-riding are dealt with: conflicts due to multiple inheritance in FLORID are solved by a non-deterministic choice of the inherited property (one of the definitions is inherited). Gulog prohibits programs with ambiguities due to multiple inheritance and Orlog does not address the issue.

Overriding is the redefinition of methods and attributes in subtypes. The combination of overriding and inheritance can cause non-monotonic behaviour. This can be noticed in the following example in FLORID:

```prolog
person[believes_in->god].
employee::person.
john:employee.
?- john[believes_in->X].
X/god
```

In the example, every `person` believes in `god`, `employee` is a subclass of `person` and `john` is an `employee`. With non-monotonic inheritance, if the fact `john[believes_in]-> ghosts]` is added to the database, the answer to the previous query is `X/ghosts`. Monotonic inheritance is inheritance without over-riding. In the example, after the new clause is added with monotonic inheritance, both values for `X` could be derived. It is interesting to note that in this example, overriding occurs at the instance level.

Overriding can be static or dynamic. With static overriding, overriding definitions replace the definition in the parent regardless of the validity of the body of the overriding definition. In dynamic overriding, a definition is overridden only if the body of the overriding clause is true. FLORID and Gulog adopt dynamic overriding while Orlog adopts static overriding.

The distinction between objects and classes also differentiates the proposals. FLORID gives full object status to all elements in the language, while Orlog and Gulog distinguish between the two concepts. Giving full object status to all elements in the language allows FLORID to perform schema browsing operations (query schema elements like classes and attributes) and also to attach properties (e.g. attributes) to schema elements.

Figure 3 shows a program in FLORID that illustrates the mix of data declarations and schema definitions, and gives an overall idea of the F-logic programming style:
Fig. 5. Train program in FLORID

Lines 1-4 define signatures for single-valued methods (name, destiny, origin) and multi-valued methods (adjacent, departure, arrival, reachable) applicable to instances of the classes stop and train respectively. Lines 5 and 6 define the subclass relationship between classes (cargo_train, passenger_train) and train. Lines 7-14 declare instances and their properties, and lines 15 and 16 define deductive rules.

3 Comparison Criteria

In this section, general criteria are defined and used to compare the different proposals. Two main groups of criteria are used: declarative support and object-orientation support.

3.1 Declarative Support

This subsection outlines a range of declarative language features that can be used to distinguish between DOOD proposals, whatever strategy has been adopted in the design of the DOOD. It can be taken that all proposals support standard deductive features like recursive rules and negation.

Declarative Database Updates: the capability to update the database as a side-effect of the deductive process using the rule language, instead of separating query and update functions as is traditionally done in database
languages. This feature is implemented in DRDBs like LDL [NT89], and
is supported by extending the set of predicates that can occur in a rule,
allowing predicates of the form $\alpha p(t_1, t_2, \ldots, t_n)$. The intuitive meaning of
$+p(t_1, t_2, \ldots, t_n)$ is to insert the tuple or object $p(t_1, t_2, \ldots, t_n)$ into the cor-
responding relation or class $p$ and the intuitive meaning of $-p(t_1, t_2, \ldots, t_n)$ is to
delete the tuple or object $p(t_1, t_2, \ldots, t_n)$ from the corresponding rela-
tion or class $p$.

**Schema Browsing:** the capability to express queries on metadata contained
in the schema without explicit reference to the database catalog (e.g. ‘Find
all classes or subclasses of the Vehicle class that have an attribute en-
gine_capacity’). This feature is supported in deductive languages by allowing
variables to range over schema elements.

**Higher Order Syntax:** the capability to express rules that are not syntacti-
cally first-order logic (e.g. to quantify over predicates).

**Integrity Constraints:** the capability to directly support logical rules that
define conditions that cannot be violated by the data, in addition to defining
intensional predicates.

**Formal Semantics:** this criterion relates to the formal definition of the seman-
tics of the deductive language. The semantics can be defined directly (D) or
by an indirect approach of translating to a language that has a well-defined
semantics (I).

The declarative support provided by the DOOD proposals from table 1 is
summarised in table 3.

### 3.2 Object-Orientation Support

This subsection outlines a range of object-oriented features that can be used to
distinguish between DOOD proposals, whatever strategy has been adopted in
the design of the DOOD. It can be taken that all proposals support standard
object-oriented features such as some notion of identity, some form of inheritance
(in fact, all the systems reviewed here support multiple inheritance), and some
form of overriding.

**Object-Relational:** the capability to support relations in addition to classes
as elements in the data model.

**Modularity:** the capability to organise a complex program in terms of ab-
straction units. Units can be abstract data types implemented as classes
that define the structure and behaviour of objects, or modules that group
rules relating to a specific subpart of a task.

**Encapsulation:** the capability to control access to software components (rules,
data, methods) defined in the abstraction units.
<table>
<thead>
<tr>
<th>DOOD</th>
<th>Declarative Database Updates</th>
<th>Schema Browsing</th>
<th>Higher Order Syntax</th>
<th>Integrity Constraints</th>
<th>Formal Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chimera</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>ConceptBase</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>[JGJS94] (I)</td>
</tr>
<tr>
<td>Coral++</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>ESQ2</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>[GV92a] (I)</td>
</tr>
<tr>
<td>FLORID</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>[KLW95] (D)</td>
</tr>
<tr>
<td>Gulog</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>[DT95] (D)</td>
</tr>
<tr>
<td>Logidata+</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>[ACMT93] (D)</td>
</tr>
<tr>
<td>Logres</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>[CCCR+90] (D)</td>
</tr>
<tr>
<td>Noodle</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Orlog</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>[JL92] (D)</td>
</tr>
<tr>
<td>Peplom&quot;</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Quixote</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>ROCK &amp; ROLL</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>[FBPHW97] (D)</td>
</tr>
<tr>
<td>ROL</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>[Liu96a] (D)</td>
</tr>
<tr>
<td>Validity</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3. Declarative support criteria

**Collections as 1st Class Citizens:** the capability of attaching properties to collections (e.g., set attributes or class attributes) and querying the properties within the rule language.

**Method Implementation:** the capability to implement methods declaratively and/or procedurally. The implementation can be done using an integrated imperative language (language integration), or through functions or adorned predicates in the rule language.

The support for object-orientation provided by the DOOD proposals from table 1 is summarised in table 3.

### 3.3 Summary of Comparison

The comparison provided by this section has to be interpreted with some care – it is not necessarily the case that systems that have more features than others in tables 4 and 3 are the best. In many cases, it depends upon the emphasis taken by the developers. For example, declarative database updates are considered
<table>
<thead>
<tr>
<th>DOOD</th>
<th>Object-Relational</th>
<th>Modularity</th>
<th>Encapsulation</th>
<th>Collections as 1st Class</th>
<th>Method Implement.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chimera</td>
<td>No</td>
<td>Class</td>
<td>Yes</td>
<td>Yes</td>
<td>Dec + Imp</td>
</tr>
<tr>
<td>ConceptBase</td>
<td>No</td>
<td>Class</td>
<td>Yes</td>
<td>Yes</td>
<td>Dec</td>
</tr>
<tr>
<td>Coral++</td>
<td>Yes</td>
<td>Class + Module</td>
<td>Yes</td>
<td>No</td>
<td>Imp</td>
</tr>
<tr>
<td>ESQL2</td>
<td>Yes</td>
<td>Class</td>
<td>Yes</td>
<td>No</td>
<td>Imp</td>
</tr>
<tr>
<td>FLORID</td>
<td>No</td>
<td>Class</td>
<td>No</td>
<td>Yes</td>
<td>Dec</td>
</tr>
<tr>
<td>Gulog</td>
<td>Yes</td>
<td>Class</td>
<td>No</td>
<td>No</td>
<td>Dec</td>
</tr>
<tr>
<td>Logidata+</td>
<td>Yes</td>
<td>Class</td>
<td>No</td>
<td>No</td>
<td>Dec</td>
</tr>
<tr>
<td>Logres</td>
<td>Yes</td>
<td>Class + Module</td>
<td>Yes</td>
<td>No</td>
<td>Dec</td>
</tr>
<tr>
<td>Noodle</td>
<td>Yes</td>
<td>Class</td>
<td>Yes</td>
<td>Yes</td>
<td>Dec + Imp</td>
</tr>
<tr>
<td>Orlog</td>
<td>Yes</td>
<td>Class</td>
<td>Yes</td>
<td>Yes</td>
<td>Dec</td>
</tr>
<tr>
<td>Peplom⁴</td>
<td>No</td>
<td>Class + Module</td>
<td>Yes</td>
<td>No</td>
<td>Dec + Imp</td>
</tr>
<tr>
<td>Quixote</td>
<td>No</td>
<td>Module</td>
<td>Yes</td>
<td>No</td>
<td>Dec</td>
</tr>
<tr>
<td>ROCK ROLL</td>
<td>No</td>
<td>Class + Module</td>
<td>Yes</td>
<td>No</td>
<td>Dec + Imp</td>
</tr>
<tr>
<td>ROL</td>
<td>Yes</td>
<td>Class</td>
<td>No</td>
<td>Yes</td>
<td>Dec</td>
</tr>
<tr>
<td>Validity</td>
<td>No</td>
<td>Class</td>
<td>No</td>
<td>No</td>
<td>Imp</td>
</tr>
</tbody>
</table>

**Table 4.** Object-orientation support criteria

beneficial by many as they allow updates as well as querying to take place within the logic language. However, supporting updates often complicates the semantics of the logic language, and proponents of the language integration approach claim that procedural issues such as updates and I/O should be addressed outside the logic language.

## 4 Conclusions and Future Work

In spite of the perceived difficulties involved in combining the deductive and object-oriented paradigms for use in database systems, considerable progress has been made in this area during the last ten years. It was at first felt by many that the paradigms were incompatible, or that combining them would lead to unacceptable compromises, but in fact a number of proposals have been made that support both comprehensive deductive inference and rich object-oriented modelling facilities.

Although different strategies have been adopted to the development of DOOD systems, as outlined in section 2, much of the challenge for researchers has in-
olved reconciling a tension between: (1) the development of powerful but complex and inefficient languages; and (2) the development of efficient but semantically inexpressive languages. It might have been anticipated that research would move incrementally from less expressive systems towards more expressive systems, but this is not how things have worked out in practice. Early proposals fell at opposite ends of this spectrum. F-logic, which was first proposed in 1989, can be seen with hindsight as rather too expressive to yield practical implementations, whereas some of the other early proposals, such as COL, can be seen as not expressive enough. Various research projects have proceeded by following the reconstruction strategy of F-logic, but with rather less expressive models and languages, and others have sought to extend systems such as COL with additional modelling and programming features. This has led to something of a consensus among the more recent systems, such as ROL and Orlog, as to what facilities it is practical to support.

While DOOD researchers working on language extensions or language reconstruction were focusing on the expressiveness of logic languages for objects, language integration researchers were playing a different game altogether. The power of the logic language is not the principal concern in a system with integrated languages, as the effectiveness of the system derives from the capabilities provided by all its components and from the ease with which they can be used together. This has led some systems, such as ROCK & ROLL, to provide a logic language that is much less powerful (complex) than would be considered appropriate in a stand-alone language, on the grounds that if a task cannot be carried out by the logic language, it can always be addressed by the closely associated imperative facilities. Thus, while three strategies have been identified for the development of DOOD systems, there are really only two competing camps—one based on single language systems and the other based on multiple (two) language systems.

How does the future look for DOOD systems? The basic technology for developing DOOD systems is now reasonably well understood, although there are not yet many systems that have proved their worth on large scale applications.

Some applications that have been reported in the literature relate to metadatabase management [JS93] (ConceptBase), GIS [PAHW96] (ROCK & ROLL), natural language processing [TTYY93] (Quixote) and data mining [FGVLV95] (Validity).

The current risk is probably that DOOD systems will go the way of their deductive relational predecessors, by providing facilities that may be desirable in packages that are not attractive to consumers. The near total commercial failure of DRDBs can be ascribed, at least in part, to the fact that such systems were poorly integrated with existing database systems or programming languages. A number of proposals for DOODs successfully combine the complementary features of their component paradigms, but if these benefits are to be widely exploited they will probably have to be made more readily available to existing users of object-relational or object-oriented database systems.
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