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Abstract. This paper reviews research on the formal specification of active behaviour, indicating both what has been done in this area, and how. The scope of different approaches is compared within a common framework, which reveals that although many aspects of active behaviour have been described formally, no single proposal covers all phenomena associated with active database systems.

1 Introduction

Database research has often been characterised by a close association between theory and practice, with formal results being used to guide and underpin the development of novel database systems. The presence of a widely accepted formal description of a language or model can encourage a more focused development effort than generally emerges from empirical work on constructs or systems.

In the area of active databases, most research has been empirical in nature, with no widely accepted formal model acting as a starting point for the development of implementations for different data models or systems. As a result, the most prominent proposals for active database systems, while sharing a range of basic notions and constructs, support widely differing languages and execution models. A preliminary, informal framework for the comparison of active database systems and applications, designed to highlight common ground and key differences, is given in [15]. However, no formal model has yet been developed that encompasses the range of facilities supported by different active database systems. Despite this, an increasing number of researchers have been working on the formal specification of different aspects of active database functionality, with a range of different aims in mind. This paper reviews a number of approaches to the formal specification of active behaviour, with a view to indicating what features have been formally specified, illustrating the formal methods that have been used, and allowing a comparison of the principal results to date. The paper is structured as follows: section 2 indicates what might be sought from a formal specification of active behaviour, sections 3 to 10 describe individual approaches from the literature, section 11 provides some pointers to other representative examples in the literature, section 12 summarises the approaches considered in this paper, and section 13 presents some conclusions.
2 Context: Active Database Systems

Active database systems are able to respond automatically to situations that arise inside or outside the database itself. The active behaviour of a database is generally described using rules, which most commonly have three components, an event, a condition and an action. A rule with such components is known as an event-condition-action rule, or ECA-rule. Such a rule lies dormant until an occurrence of the event that it is monitoring, when the rule is said to be triggered. The condition of a triggered rule is subsequently evaluated, and if true, then the rule is added to the conflict set, which is the store of triggered rules accessed by the scheduler which selects rule actions for execution.

The structural and behavioural characteristics of active database systems can be classified according to a number of dimensions, as outlined informally in [15]. For the purposes of this paper we classify the aspects to be described into three areas: knowledge model, execution model, and management model.

The knowledge model represents the syntactic view of active rules as seen by the rule programmer. This has three main facets: Event language: a notation in which the situations that trigger a rule can be specified; Condition language: a notation used to express additional constraints which must be satisfied by the database before the triggered rule is added to the conflict set; Action language: a notation used to specify the effect that the rule must have when it is executed.

The execution model describes how rules interact in the context of the whole database system. It has the following aspects: Transition granularity: the nature of the binding between event occurrences and rule activations – it is possible that an individual event occurrence will trigger a rule, or that a collection of occurrences of an event will together trigger a rule; Coupling mode: the temporal and causal relationship between triggering and execution – for example, it is possible that the action of a rule is executed as soon as possible after the evaluation of the condition of the rule (immediate), or at a later point, such as at end of transaction (deferred); Priority scheme: an ordering specifying which rules are considered first when several have been triggered at the same time (i.e. when the conflict set contains more than one rule); Net-effect policy: which may allow intermediate state changes internal to a transaction to be ignored by the rule system.

The management model comprises properties of the rule base taken as a whole, as well as operations for modifying the rules: Operations on rules: some active databases allow rules to be created or removed, and activated or deactivated, during execution; Termination: whether or not the execution of a given rule set must reach a final state; Confluence: whether the (in general non-deterministic) rule set defines a unique final state given any context of initiation; Equivalence Model: a notion of semantic equivalence between rule sets, which is a prerequisite for optimisation.

Specific proposals for formal descriptions of active behaviour will be examined using the above dimensions to highlight the scope of different proposals; a comparison of the different proposals within this framework is given in section 12. Furthermore, for each approach presented the following issues are addressed:
Motivation: why the formal specification was developed.
Formalism: what formal technique was used.
Limitations: what issues were not considered, and why.

There will also be a description of each approach to give a flavour of how the formal specification has been achieved.

3 Starburst in Denotational Semantics

Motivation: to establish how readily the execution model of an existing active database system can be specified formally.
Formalism: denotational semantics.
Limitations: the specification focuses upon the execution model, and abstracts over the condition/action languages of Starburst.

The denotational model of the Starburst active rule system in [21] provides a semantics for a rule base considered as a function mapping user inputs (requests made during a transaction) and prior database states into subsequent database states. This approach emulates semantic models for conventional programming languages.

The core idea in the specification is the notion of a set of changes – this models both a user transaction and the effect of a rule. A rule is considered (simplifying slightly) to be a function mapping sets of changes and database states to new sets of changes and new database states. The top level of the specification is a meaning function which gives a denotation for a rule system (set of rules ordered by priority). Several supplementary functions are used as intermediates in the definition of this meaning function. These intermediate functions play a purely technical role; they do not correspond to data structures or natural units of behaviour in the Starburst system.

An example of this style is provided by the denotational definition of rule priority. In Starburst, this is an arbitrary partial ordering. The specification defines this informally, and makes use of it by a function Eligible which selects candidate rules for firing among those with highest priority:

\[
\text{Eligible : } \mathcal{RC} \times \mathcal{O} \rightarrow \mathcal{P} \mathcal{R}
\]

\[
\text{Eligible} = \lambda \{(r_i, \delta_i) | \ldots | (r_n, \delta_n)\}, \Phi \bullet
\]

\[
\left\{r_i \mid 1 \leq i \leq n \land r_i(\phi) \mid 1 = \text{true} \land
\left\{r_j \mid 1 \leq j \leq n \land r_j(\delta_j, \phi) \mid 1 = \text{true} \land
r_j > r_i \in \phi\right\} = \emptyset\right\}
\]

\(\mathcal{O}\) is the domain of rule orderings; \(\mathcal{RC}\) is the domain of sets of rule-change pairs, pairings of a rule and an elementary change to the database. \(\mathcal{R}\) is the domain of rules. The functions \(r_i\) representing the denotations of rules return a triple of values, the first of which (accessed by the \(\mid\) selection operator) is a Boolean value indicating whether the rule has been triggered.
This notation is extremely concise; a syntactically sugared variant, like those of functional programming languages, might make for more maintainable specifications. Formal reasoning about this model is not straightforward; there are few tools available for analyzing general denotational specifications, and the general problem is intractable.

4 An Object-Oriented Framework for Specifying Active Rule Systems

Motivation: the development of a framework for formally specifying the semantics of different rule systems, with a view to allowing a detailed comparison of proposals. To date, the framework has been used to define the semantics of the Starburst[22], POSTGRES[18] and Ariel [8] rule systems [4, 5].

Formalism: Object-Z [17], an object-oriented extension of Z.

Limitations: As in the Starburst specification of section 3, details of event, condition and action languages are not included in the specifications.

The formalism of Object-Z, sharing with Z its characteristics of being a first-order theory of an evolving state, frequently gains in simplicity of expression over the functional, domain-based denotational approach, but at the expense of considerably greater length. The constraints on allowable operations on the database are introduced by subclassing; a very abstract description of a highly generic active database is progressively refined to converge on the functionality of specific rule systems. This incremental refinement of specifications contrasts with the denotational model, where the domains and functions are introduced all at once, and the type system of the semantics prevents extensive generalisation.

To illustrate the approach, figure 1 gives part of the Object-Z class SRule, a subclass of the generic class Rule used to model Starburst specific behaviour. The rule has stored properties a, d and r which log the nett-effect of changes to the table monitored by the rule. It is these sets of changes which, respectively, describe the append, delete or replace operations which are relevant to the event that is being monitored by the rule. The Fire operation tests the Condition of the rule, and if it is true, executes its Action (both Condition and Action are inherited from Rule); after the Fire operation has been carried out, the logs of changes being monitored by the rule are cleared.

The benefits of the Object-Z framework include the clarity and tailiorability of the resulting specifications, which make explicit the differences between proposals for active rule systems. However, in describing the active capabilities of a range of systems, the current framework abstracts over many other features of these systems, such as the data models, query languages, etc.

5 Heraclitus: An execution model description language

Motivation: to provide a language which can be used to support alternative execution models for active database systems.
**SRule**

**Rule**

\[ \text{store} : \text{SStore} \]

\[ a : \text{SetLog[Object]} \]

\[ d : \text{SetLog[Object]} \]

\[ r : \text{SetLog[Object \times State]} \]

\[
\text{INIT}
\]

\[ \text{emptylog} \]

\[
\text{ClearRuleLog}
\]

\[ \Delta(a, d, r) \]

\[ a' \text{.INIT} \land d' \text{.INIT} \land r' \text{.INIT} \]

\[
\text{Fire}
\]

\[ \Delta(\text{adb.stores}) \]

**Condition** \Rightarrow **Action**

\[ \neg \text{Condition} \Rightarrow \text{adb.stores}' = \text{adb.stores} \]

\[ \text{ClearRuleLog} \]

---

**Fig. 1.** Class **SRule** in Object-Z.

**Formalism:** a hybrid operational/algebraic approach.

**Limitations:** does not directly lend itself to formal reasoning.

Hull and Jacobs [10] describe a database programming language, Heraclitus, that is used to model active database constructs. The essential new concept in Heraclitus is the *delta*: a denotable value in the language representing a proposed change to the database. These can be inspected by the rule system and algebraically combined to return new deltas; their times of creation and manipulation are decoupled from the time when they are applied to the database (they need not be applied at all). This supports hypothetical reasoning about the state of the database; it also makes it possible to implement a variety of coupling modes with little difficulty, although this is not done in the paper.

This methodology goes some way towards implementing a desideratum identified earlier in our discussion of the denotational semantics of Starburst; providing a 'syntactic sugar' for the semantics. However, the Heraclitus language is imperative; this makes it a good prototyping language, but a declarative language with similar primitives would lend itself better to transformational reasoning.
As an example, in [10] it is shown how the execution model of Starburst can be supported using Heraclitus. The specification involves writing rules as Heraclitus functions, which are then processed by a Heraclitus program which schedules rules for execution in response to relevant updates. In this context, rules directly access the *deltas* which represent the changes to which they must respond. The following rule condition, expressed in (slightly modified) Heraclitus notation, returns \textit{true} if there are tuples being inserted into the \texttt{tube} relation (\texttt{<tube(tid,_,_,type)> in change}), the \texttt{type} attribute of which is not stored in the database nor scheduled for insertion:

\begin{verbatim}
function condition01(change, curr:delta):bool
  return exists tid, type such that
    (<<tube(tid,_,_,type)> in change and
     not tube_type(type,_,_) when curr)
\end{verbatim}

In the above function, \texttt{change} represents the updates monitored by, but not yet processed by, the rule, and \texttt{curr} represents the updates of the current transaction. In the above rule, the \texttt{in} operation tests for the presence of an inserted tuple in the delta \texttt{change}, while the \texttt{when} operation tests to see if a relevant \texttt{tube_type} tuple will be stored in the database once the updates in \texttt{curr} have been applied.

The principal strength of the work on Heraclitus is that the formal definition of the algebra of deltas can be exploited within an implemented database programming language, thereby allowing experimentation with different flavours of active rule system.

6 A logic framework using the Event Calculus

\textbf{Motivation:} to establish what characteristics of active functionality can be captured within a framework based upon first order logic [6].

\textbf{Formalism:} event calculus [13].

\textbf{Limitations:} resorts to an operational semantics to describe execution model features.

This approach relies on the database case of the Kowalski-Sergot event calculus (EC) [13], which is based on a history of events. The set of all logical consequences derived from the history by the EC gives rise to a sequence of fact-sets, each of which can be viewed as the extensional part (EDB) of a deductive database (DDB). Adding an intensional part (IDB) in the form of a deductive rule (DR) set that operates over each (and all) of the clause sets characterises a complete DDB framework that only differs from the standard case in having access to the multiple states generated by the succession of events.

In the context of this paper, the main contribution of [6] is to define specification languages for events, conditions and actions in such a way that event detection, condition verification and action execution have a logical semantics.

The event specification language is a Datalog-equivalent language over the event occurrences recorded in the history. Event composition is modelled by the
intensional definition of event-occurrences using DRs over the history. Ascertaining that an event (possibly a composite one) has occurred is equivalent to evaluating a query over the DDB composed of the history (as the EDB) and the DRs over it (as the IDB). This DDB defines, by logical consequence, all the events of interest in the application. Analogously, the condition specification language is a Datalog-equivalent language over the logical consequences of the DDB comprising, as its EDB, the logical consequences of the application of the EC to the history, and, as its IDB, application-specific DRs. Ascertaining that a condition holds in a database state is equivalent to evaluating a query over the induced sequence of DDBs. Finally, the action-specification language can be reduced to the monotonic appending of new event occurrences to the history.

For example, assuming append as a primitive action on the history, the following ECA rule (of the form \( E : C \rightarrow A \)) specifies that if a salary alteration occurred that raised the salary of some employee to a higher level than that of his or her manager, an action should be taken to raise the salary of the manager to the same level as that of the employee:

\[
\text{happened(EventId, put_salary(EmployeeSalary)@Employee),}
\]
\[
\text{holdsAt(property(Employee,manager,Manager), Now),}
\]
\[
\text{holdsAt(property(Manager,salary,ManagerSalary), Now),}
\]
\[
\text{ManagerSalary < EmployeeSalary, current_time(Now)}
\]
\[
\rightarrow \text{append(put_salary(EmployeeSalary)@Manager)}
\]

Note that the predicate happened is used to query the event history, and holdsAt is used to query the database. Variable bindings are assumed to flow by unification between the different parts of the rule.

The distinguishing aspect of this proposal is that it tightly integrates deductive and active rules without attempting to merge their semantics into a whole since there are grounds to believe that by merging them the whole could turn out to be less than the sum of the parts.

7 An Operational Semantics For Rule Base Analysis

Motivation: to develop a formalism for rule execution which allows reasoning about the properties of rule bases [24].

Formalism: operational semantics.

Limitations: focuses upon a single condition-action rule language.

The techniques of [24] give an operational semantics for rule systems expressed using a simple condition-action rule language. While the language is quite restrictive, user transactions can be arbitrarily complex. Only one coupling mode (immediate execution) is supported.

To give a flavour of the specification, the following function defines the effect of executing the rule \( \alpha \) on the database state \( s \) as a result of the update \( u \):

\[
f_\alpha(s, u) = u \cup \bigcup \{ c_1 \cdots c_n \in \mathcal{C}_\alpha(x_1 \cdots x_n) | s \cup U_\alpha[c_1 \cdots c_n] \}
\]

The function indicates that the updates resulting from \( u \) and the firing of the rule \( \alpha \) are \( u \) unioned with the updates which results from executing the action
of the rule \( U_a [c_1 \cdots c_n] \) for each of the tuples for which the condition of the rule is true \( \varepsilon [C_a (x_1 \cdots x_n)] s u \).

The execution sequences modelled by this formalism are a subset of those described in sections 3 and 4, as a constraint requires updates to accumulate monotonically. Together with syntactic constraints on rule bases which maintain this monotonic behaviour, this gives sufficient conditions to guarantee termination and confluence; however, these constraints (on variable sharing, and a prohibition on the generation of new identifiers) are too strong to be realistic for most database applications. For example, it would not be possible to write a rule with an action that increases the salary of each employee by a fixed percentage. Approaches to the analysis of rule bases are considered further in sections 8 and 9. Further work on rule analysis based upon operational semantics is described in [20].

8 Reachability analysis by graph theory

**Motivation:** to develop a framework within which analysis of rule bases can be conducted [1].

**Formalism:** graphs which represent rule execution.

**Limitations:** depends upon user input or unspecified analyses of rule conditions and actions.

This work, although described in the context of the Starburst rule system, presents a generic framework for establishing three properties of rule bases, namely termination, confluence and observable determinism. The analysis method proceeds in a similar way to that in section 7, but allows for more fine-grained information to be considered (e.g. by examining the effect of rules on individual tuples, and by incorporating a priority scheme to make a larger class of rules provably terminating and confluent). The conditions that guarantee confluence and termination (commutativity of rules) are less restrictive, but correspondingly harder to check; the authors suggest that they might be worked out interactively with user input, although the later work described in section 9 can do this automatically.

The analysis is a hybrid of syntactic and semantic reasoning; its correctness is defined in terms of execution graphs. The nodes \( n \) of an execution graph represent a database state \( D_n \) and a set of triggered rules \( TR_n \); such that each rule is associated with the updates that have caused the rule to be triggered. Any edge between nodes \( i \) and \( j \) has the following characteristics [1]:

- A label \( r \), such that \( r \in TR_i \).
- There is some (possibly empty) set of operations \( O \) performed by \( r \) such that the triggered rules in \( TR_j \) can be derived from the triggered rules in \( TR_i \) by:
  1. Removing rule \( r \).
  2. Removing some subset of the rules that can be untriggered by the action of \( r \).
3. Adding all rules in the rule base that may be triggered by that action of \( r \).

Properties of rule bases are then defined in terms of such graphs. For example, a rule base is confluent if every execution graph for the rule base has at most one final state.

A useful contribution of this paper is the notion of partial confluence, where confluence is only required to hold for part of the database state. Verification of this proceeds in the same way as for full confluence, but considers only the subset of the rules affecting the relevant part of the database.

9 Applying Relational Algebra to Rule Analysis and Optimisation


**Formalism:** relational algebra.

**Limitations:** execution model issues and events are not considered.

An important question in rule analysis, which must be addressed, for example, in the context of the graph analyses of [1], is 'which rule actions may activate other rules?'. A conservative approach to this problem might work on the basis that any rule action that writes to a relation can potentially activate any rule with a condition that monitors the relation. However, such an approach may detect a potential activation dependency between rules which in fact does not exist (for example, because the tuples updated by one rule always yield the value false when the condition of the potentially dependent rule is evaluated).

The work described in [3] shows how the action of one rule can be 'pushed through' the condition of another. This process of pushing an action through a condition is achieved by applying propagation rules. For example, if the rule condition contains the join \( E_1 \bowtie E_2 \), and the action to be propagated is represented by the insertion \( E_{ins} \) to the relation \( E_1 \), then the effect of the insertion on the result of the join is \( E_{ins} \bowtie E_2 \). The successive application of such propagation rules yields a relational algebra expression which may or may not be satisfiable, thereby indicating whether the action may or may not trigger the rule. In general, the satisfiability of relational expressions is undecidable, so automatic analyses must use conservative techniques which are not described in [3].

Further exploitation of relational algebra transformations for active databases is presented in [2], with a view to supporting the optimisation of rule processing. In this case, rule conditions are rewritten to exploit delta relations which represent the changes made to the database since the rule was last evaluated, exploiting knowledge as to the truth (or otherwise) of the condition of the rule when it was last evaluated. This enables a form of preprocessing to be performed on active rule conditions expressed using relational algebra, prior to the application of standard query optimisation techniques.
A strength of this work is that it effectively adapts a proven database formalism for use in active databases. The principal limitations are the close association with the relational model, and limited consideration of the impact of different execution models on rule analysis and optimisation.

10 Event Description Using Petri Nets

Motivation: to provide a formal, abstract and readily implementable description of a rich event description language [7].

Formalism: coloured Petri nets.

Limitations: no specification of features of active behaviour other than events.

The SAMOS active database has a comprehensive language for defining composite and temporal events. This comprises a wide range of primitive events (time events, transaction boundary events, events raised by method calls, user-defined events raised by explicit exception statements) and composite events built from these by composition operators (conjunction, disjunction, sequencing, negation, and counting the number of times an event has occurred).

The formalism used to model composite event detection is Petri nets; this is also used as an implementation technique. Each operator in the event algebra can be modelled as a generic fragment of net; these fragments can be glued together (making the appropriate identifications) to generate a composite net for arbitrarily complex compositions. This is represented in a manner familiar from Petri net theory – a matrix represents the static topology of the net while a vector of places represents its (dynamically changing) marking.

The following example shows how sequential composition of two events \((E_1;E_2)\) is supported. Each occurrence of events \(E_1\) and \(E_2\) generates a new token. The place \(H\) and transition \(t3\) have the effect of ignoring occurrences of \(E_2\) occurring before \(E_1\). This diagram can be glued into further constructs; \(E_1\) and \(E_2\) can be simple events or the output places of nets representing composites.

Petri nets permit optimisation by algebraic techniques; these techniques are not applied in SAMOS – instead the nets are directly executed from the original matrix/vector representation.

11 Further Work on Formal Approaches to Active Databases

Space limitations preclude detailed descriptions of other formal work on active databases. There have, however, been several significant projects not described in previous sections, a number of which are outlined below. These projects either cover ground which is beyond the scope of this paper (e.g. design), or represent alternative approaches to those presented earlier in the paper.

Harrison and Dietrich [9] provide a Datalog-based formalism which extends previous event algebras in permitting recursive complex events – those affecting recursively defined relations in the intensional database. Events and conditions
are treated uniformly, with conditions permitted to examine the previous state of the database. The techniques of the paper also go beyond [7] in providing an optimisation technique for complex event detection, and handle modifications to deductive rules uniformly with modifications to data. This paper does not consider the action part of rules at all; hence issues like termination are beyond its scope.

Zaniolo [23] describes a fixpoint interpretation extending the classical operational semantics of deductive databases to provide them with a common view with active databases. The thrust of [23] is that there is a basic computational engine that can process pure deductive rules and yet simulate the effect of active behaviour. Unfortunately, it seems clear that some of the expressible power of active database systems is not easily captured in a purely declarative framework (e.g., the possibility of specifying particular coupling modes).

Teisseire, Poncelet and Cichetti [19] extend the formally defined semantic data model IFO to support mechanisms for characterising events within an application. An algorithm is presented for generating a set of ECA rules equivalent to a schema of events. This provides a structured methodology for creating rule bases, with potential to reduce design errors. However, the rule generation algorithm neither guarantees nor checks for good behavioural properties (termination and confluence), and expresses only a subset of the functionality of recent active database systems.

Raschid [16] has focused upon a rule execution mechanism for an extended relational database system with condition-action rules, and has shown how rules can be partitioned into non-interacting cliques. Correct rule systems are defined

**Fig. 2.** Petri net for sequential composition.
semantically as those that terminate and produce a least fixpoint as a result; a syntactic criterion for this is that they should be partitioned so as to limit undesirable interactions between cliques, which are defined by reachability. The clique construct is also used to identify nondeterminism (non-confluence).

Karađime and Urban [12] present an approach to rule analysis based upon conditional term rewrite systems. It is shown how active rules can be mapped onto conditional term rewrite rules (CTRRs) for both execution and analysis. Execution is performed by rewriting the rules using the term rewriting system. Analysis is performed by applying results from the theory of conditional term rewrite systems to the CTRR representation of the active database rules. In this context, termination can be guaranteed when all rules have a specific syntactic property, and confluence is ensured by unifying and comparing pairs of rules in which a single term may be rewritten in different ways.

12 Comparison

The following tables summarise the strengths and weaknesses of the approaches presented in the preceding sections. A − sign indicates that an active database aspect is not represented at all; a + means that it is, but not in a manner lending itself to tractable analysis; a ++ means that formal reasoning about the aspect is supported (formal reasoning about the equivalence model amounts to optimisation capability). Entries in brackets mean that the methodology could be straightforwardly extended to describe (+) or reason about (++) the relevant feature. A less focused consideration of the merits of different formal techniques for use with active systems is given in [4].

12.1 Knowledge Model

<table>
<thead>
<tr>
<th>Formalism</th>
<th>Event Language</th>
<th>Condition/Action Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denotational [21]</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Object-Z [4]</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Algebraic Semantics [11]</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Event Calculus [6]</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Operational Semantics [24]</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Graph Theory [1]</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Relational Algebra [21]</td>
<td>−</td>
<td>++</td>
</tr>
<tr>
<td>Petri Nets [7]</td>
<td>++</td>
<td>−</td>
</tr>
</tbody>
</table>

In certain cases, it would be possible to extend the scope of the existing specifications to include comprehensive descriptions of the event and condition/action languages (e.g. using Denotational Semantics or Object-Z), but to do so would be a significant task. In Heraclitus, reasoning about the condition/action language is complicated by the fact that algebraic and imperative constructs are used together in the complete system.
12.2 Execution Model

<table>
<thead>
<tr>
<th>Formalism</th>
<th>Transition Granularity</th>
<th>Coupling Mode</th>
<th>Priority Scheme</th>
<th>Nett-Effect Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denotational [21]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Object-Z [4]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Algebraic Semantics [11]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Event Calculus [6]</td>
<td>+</td>
<td>+</td>
<td>- (+)</td>
<td>- (+)</td>
</tr>
<tr>
<td>Operational Semantics [24]</td>
<td>+</td>
<td>+</td>
<td>- (+)</td>
<td>- (+)</td>
</tr>
<tr>
<td>Relational Algebra [21]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Graph Theory [1]</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Petri Nets [7]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

In a number of the above cases, only one transition granularity or coupling mode is supported, but this could often be extended to cope with description of more complex systems. In [6], the execution model has been described formally using an operational semantics, rather than within the event calculus itself. It is not clear how generally useful an ability to reason about the execution model is in isolation, but it is evident that certain aspects of the execution model do affect analysis results and optimisation potential, so access to a formal description of the execution model can be seen as important to mainstream tasks relating to active rule systems.

12.3 Management

<table>
<thead>
<tr>
<th>Formalism</th>
<th>Operations on rules</th>
<th>Termination</th>
<th>Confluence</th>
<th>Equivalence Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denotational [21]</td>
<td>- (+)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Object-Z [4]</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Algebraic Semantics [11]</td>
<td>- (+)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Event Calculus [6]</td>
<td>- (+)</td>
<td>- (+)</td>
<td>- (+)</td>
<td>- (+)</td>
</tr>
<tr>
<td>Operational Semantics [24]</td>
<td>- (+)</td>
<td>+ +</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Graph Theory [1]</td>
<td>- (+)</td>
<td>+ +</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Relational Algebra [21]</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Petri Nets [7]</td>
<td>-</td>
<td>0</td>
<td>(++)</td>
<td>(++)</td>
</tr>
</tbody>
</table>

A number of remarks which were made in section 12.1 are also of relevance here, as, in general, reasoning about features such as termination and confluence is dependent upon event and condition/action languages being amenable to automatic analysis. In the deductive context of [6], termination and confluence analyses could exploit related work on deductive databases [14].

13 Conclusions

This paper has described and compared a range of approaches which have been adopted to the formal specification of different aspects of active behaviour. A number of points can be made in concluding:
1. Individual proposals rarely support the formal specification of a complete system, which is probably because different formalisms seem to be best suited to different tasks.

2. Despite the above point, it is relatively unusual for different formalisms to be used together (although exceptions are presented in sections 5 and 6). In other domains, it is common for multiple formalisms to be used together (e.g., for specifying the syntax and semantics of programming languages).

3. Implementations are rarely derived from formal specifications (exceptions include Heraclitus and SAMOS), although formal specifications are sometimes derived for existing systems (e.g., Starburst).

4. The potential for reasoning about specifications has rarely been exploited in implementations, and there is little evidence that working optimisers or analysers have been developed from formal specifications described in the literature.

It can be hoped that future work will: lead to formal specifications of all aspects of implemented active databases; exploit formal techniques during the implementation of systems; and develop useful tools which assist in the design and implementation of applications which use active database facilities.
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