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Abstract. The INSPEX Project aims to create a minaturised smart obstacle de-
tection system, inspired by the sensor constellations that underpin the intelli-
gence of automated vehicle driving systems. Minaturised versions of such sys-
tems could find wide application in many contemporary compact smart technolo-
gies. The increasing complexity of such systems creates increasing challenges for
ensuring their correct operation, inviting the introduction of formal techniques to
aid in the maximisation of system dependability. However, the major challenge
to building such systems resides at the hardware end of the development, im-
peding the routine application of top-down formal methods. The experience of
the combination of formal modelling and verification techniques with hardware
integration techniques in INSPEX is introduced.

1 Introduction

Autonomous vehicles are routinely in the news these days. Videos of cars driving round
test tracks have been seen for many years. Videos of cars driving themselves ‘out in the
wild’ are more recent, though increasingly often seen nowadays. This notwithstanding
that ‘out in the wild’ still usually implies an environment that is of a well understood
kind, such as a normal urban environment in which the cues for safe navigation are
familiar and predictable.

The smart systems on which the safe behaviour of such autonomous vehicles de-
pends relies on a large array of sensors, which feed into a sophisticated computing
system that decides on (what it judges to be) future safe dynamics for the vehicle.
The notable thing about these integrated systems is that, supported within the vehicle’s
structure and power supply capabilities, the weight, size and power consumption of the
systems themselves are, to first order, immaterial.

However, the concept of a multisensor system, capable of sensing its environment
with some precision, and of delivering intelligent feedback on this to a human user,
or to a client system, is appealing in many scenarios in which weight, size and power
consumption pose much sharper challenges. The aim of the INSPEX Project is to design



A. Range Sensing in various conditions 

It is well known (e.g. [20] and references therein) that obsta-
cle detection systems based on ultra-sonic range sensors suffer 
from limited useful range (typically, < 3 m) and difficulties of 
operating on highly reflective surfaces. Laser-based solutions do 
not suffer from these limitations, but they can be highly sensitive 
to ambient natural light and have difficulty identifying transpar-
ent or mirror-like surfaces. RF Radar range sensor performance is 
affected by the electromagnetic backscattering characteristics of 
the obstacle, namely its Radar Cross Section (RCS). The RCS of 
any obstacle is very different from its mechanical response (i.e. 
to ultrasound waves) or optical response (i.e. to LiDAR). Ref. 
[21] shows that the UWB radar can be used effectively to detect 
and avoid obstacles through precipitation (rain, snow) and ad-
verse environmental conditions (fog, smoke), thus being fully 
complementary to LiDAR which is inefficient in such conditions. 
Typically, RF Radars operating at 8GHz are not sensitive to 
clothes and light shadowing conditions and can “see” behind 
such short range obstacles, whereas ultra sound and LiDAR sen-
sors will need mechanically or optically unobstructed conditions 
to operate. In a nutshell, Ultra Sound, RF Radar and LiDAR are 
complementary technologies since bringing diversity in obstacle 
backscattering intensity. Moreover, they offer different trade-offs 
in terms of range, power consumption, directivity and packaging 
constraints. Thus, co-integration of several range sensor technol-
ogies will offer the various conditions functionality. 

Unfortunately, systems with all-visibility capability that com-
bine visual, IR, LiDAR, radar and ultrasonic sensors are confined 
to large (autonomous) aerial or ground vehicles or lab prototypes 
with small autonomy [5], all these applications being able to cope 
with the high weight, computational load and power budget re-
quired for long-range 3D obstacle detection [6, 7]. No miniatu-
rised, light-weight, low-power solution that integrates all these 
range sensing technologies (i.e. LiDAR-on-chip, MEMS ultra-
sound, Ultra WideBand Impulse Radar) exists that is suitable for 
use in the consumer domain for wearable/portable navigation of 
people, small robots or drones. Two factors contribute to this 
lack: the size and power budget of existing individual sensors; 
and the challenges of multiple sensor integration [8].  

Much of the research activity in the area of wearable/portable 
obstacle detection has been done in the context of assistive tech-
nology for the VIB community [9, 10] and disabled people [14], 
drones [11, 12] and robotics [13]. However, no solution offers the 
various conditions functionality with the size, weight and power 
consumption consistent with a portable/wearable device.  

Thanks to technology advances and integration breakthrough, 
it seems today possible to integrate several range sensing tech-
nologies in a small size low power device. Moreover, as these 
range sensors will also target the consumer market, their price 
should decrease. 

B. Sensor Data Fusion and Occupancy Grid Calculation 

Fusion algorithms will fuse the data from, and manage the 
uncertainties of, a heterogeneous set of range sensor technologies 

in order to ensure the detection of various obstacles (size, shape, 
material, and colour) in 3D, at different heights and ranges and in 
various environmental conditions, see Fig. 3, for an integration 
example in a white cane. As stated above, OG calculation re-
quires floating-point arithmetics. Real-time MSF computation 
with a growing number of cells and sensors is also challenging. 
To accelerate MSF, parallel implementations in GPUs [15, 16] or 
manycore platforms [17] have been proposed but they still use 
floating-point representation for probability estimation and fu-
sion. Unfortunately, requiring floating-point support hinders the 
integration of OG-based MSF on highly constrained embedded 
platforms. The implementation of OG-based MSF should instead 
make use of integer computation [18] as much as possible to de-
crease the power consumption associated with data treatment. 
This later reference simplifies the obstacle detection phase, how-
ever, the speed estimation performed using integer must be 
searched in order to truly decrease power consumption associat-
ed to calculation.  

 

Fig. 3.   Obstacles detection of with heterogeneous range sensors. 

C. Low cost light-weight spatial exploration system 

Navigation for people with special needs (e.g. VIB people, 
person in a wheelchair [19]) is not easy at all in smart cities as 
they are mainly planned for sighted persons. Integrating obstacle 
detection and appropriate feedback together with communication 
with the smart city in their daily life devices (e.g. white cane, 
wheelchair) will improve mobility experience and get people 
integrated back into society. This integrated spatial exploration 
system, able to detect obstacles and localize them on a map will 
be beneficial to other applications, e.g. ground and aerial robots 
that need continuous monitoring of their surrounding in order to 
adapt their trajectory to unexpected obstacles. 

Most of today small size obstacle detection systems only in-
tegrate ultrasound technology, either for commercial products 
[22, 23] or in research prototypes [20, 4], sometimes together 
with other range sensors [15]. These references seldom report 
power consumption figures, nor system lifetime. Moreover, their 
exploration range is usually limited to a few meters, which is 
insufficient in applications such as drones. These factors have 
also limited a widespread adoption of ultrasound solutions in 
tablets and smartphones. However, the growth of the IoT pushes 
Industrials to develop new smaller, more versatile, lower cost, 
and more power efficient sensors. In this frame, it is clear that 
proximity sensors for wearable electronic devices would benefit 
from small and low power features 
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Fig. 1. Schematic of the INSPEX VIB use case.

an integrated, lightweight, minaturised, multi-sensor system capable of functioning in
low weight, size and power contexts.

In order to provide a specific focus for the work, INSPEX targets the concept of
an assistive aid for visually impaired and blind (VIB) persons. VIB persons typically
navigate out in the open using a white cane. A white cane gives good feedback to the
VIB person about the texture of the ground in front of them, and this constitutes a rich
information source for the user, especially when the environment is familiar.

However, a white cane provides no information about the nature of the user’s envi-
ronment higher up. Injuries caused when a VIB person collides with an object which
is not on the ground happen quite frequently, and constitute a notable risk factor for
VIB people when navigating, especially in unfamiliar environments. VIB people often
wear hats and other headgear, even when they don’t particularly want to, to provide a
measure of protection against collisions with unknown objects at head height.

The INSPEX Project [3] aims to create an advanced prototype for a device that
can be attached to a VIB person’s white cane. This will sense the environment and
provide feedback to the user about the whole 3D space in front of them, supplementing
the information about the 2D terrain in front of the user at ground level, which can be
sensed using the white cane alone. Fig. 1 gives a schematic.

To do a decent job of this, the INSPEX device is equipped with a number of sensors,
and as a consequence of this, managing and integrating all the information that they
provide becomes a task of considerable complexity. To help master this, formal methods
were incorporated into the project plan, in order that additional confidence in the design
and implementation could be gained by their use. In the following sections we illustrate
the novel approach that had to be adopted to achieve a successful outcome for such an
enterprise.

2 INSPEX in Outline

The INSPEX concept, adapted to the VIB context, consists of the following compo-
nents. There is the INSPEX device itself, housed in an attachable block that clips onto
the user’s white cane. This gathers information from the environment via a collection
of sensors: there are short range and long range LIDARs, there is an ultrawideband
RADAR, and an ultrasound sensor.
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Fig. 2. The complete INSPEX system
for the VIB use case.

The information gathered from these sensors
is fused, and together with orientation informa-
tion which captures the disposition of the device
in space, is passed via a Bluetooth connection to
a smartphone. There is a pair of open air earbuds
worn by the user which also contains orientation
sensors; the information from these captures the
disposition of the user’s head in space, and is also
passed to the smartphone. The smartphone per-
forms the geometrical computations needed for
the generation of aural feedback to the user which
is stable in 3D space, despite the movement of the
user’s head and the movement of the white cane.
Fig. 2 gives an illustration of the INSPEX sys-
tem’s components.

The vision for INSPEX opens the door for a wide variety of other application areas
for the technology. Many applications can benefit from more accurate information about
their environment. Among the more significant of these is the use case of firefighters,
who often find themselves in smoke filled, and thus opaque environments. Such use
cases will be pursued in due course.

3 The Design Approach for INSPEX

INSPEX is, first and foremost, a hardware systems integration project. Without working
hardware, the project achieves nothing. So the overwhelming emphasis in the project
is on overcoming the physical challenges in bringing the equipment to life. Everything
from the detailed properties of the sensors and their physical signals, to the properties of
the main INSPEX device container —with its need for robustness and durability under
a variety of weather conditions while at the same time permitting each sensor to trans-
mit it signal and receive the corresponding reflection— takes priority. This imposes an
unmistakably hardware-led, bottom-up structure on the project, and makes the typical
textbook top-down formal methods approach, focused on functionality without taking
low level physical limitations into account, impractical.

4 Modelling and Verification of the Sensor Readings Pathway

The previous section implies that some methodological novelty is inevitable in the use
of formal methods in the INSPEX context. In this paper we give an outline of the ap-
proach taken in one part of the project, namely the gathering of sensor data and its
transmission to the main fusion software.

The information from the sensors is gathered by the acquisition software. This ac-
cepts interrupts from the short and long range LIDARs, the RADAR, the US (ultra-
sound) and the IMU (inertial measurement unit). These need to be timestamped so that
the freshness of the data can later be taken into account. At regular intervals, the avail-
able fresh data is packaged and transmitted to the fusion software. The fusion software
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then uses an approach based on Bayesian estimation to compute an occupation grid [2],
which is an estimate of which sections of the 3D space in front of the user are occupied
by obstacles. The granularity of this estimate is constrained by the quality of the infor-
mation received and by the bandwidth of the Bluetooth connection to the smartphone.

The unavoidably hardware-led nature of the INSPEX project means that the major-
ity of the design of the acquisition and transmission system are governed by pragmatic
hardware and architectural considerations. Accordingly, the formal modelling and ver-
ification of this part of the system is, in reality, a process of abstraction from imple-
mented code, rather than a top-down design from an abstraction. Although mechanised
tools for analysis of source code are widely available, those suitable for this application
are not free, and so budgetary constraints prevented their employment.

Accordingly, the approach actually used is an eclectic combination of: on the one
hand, model building based on informal discussions with the implementation team, the
conjecturing of invariant properties of the model and their proof; and on the other, visual
inspection of the implemented code, to see how well it matches the invented model. For
the former task, Event-B and Rodin [1, 4] has proved to be the most useful approach,
especially as the SMT solvers of Rodin make proof an essentially pushbutton activity.

Any discrepancies that are identified, are resolved by discussion with the imple-
menters. Although such an approach cannot hope to match the thoroughness of a fully
mechanised approach to verification, we do get the inestimable benefit of a dual per-
spective on the development, combining traditional imperative design and implementa-
tion, with a more abstract and property driven view coming from the abstract modelling
and verification.

5 Conclusions

Above, we overviewed the inspiration for INSPEX and the principal features of the
project. The increasing complexity of embedded applications today impels a greater
focus on matters of correct operation, compared with past practice in this field. The
adoption of formal techniques by INSPEX is a telling indication of this increasing trend.
The use of formal approaches entails bringing some creativity to align usual practice in
the embedded field with usual practice in the formal domain. Further work on the use
of formal methods in INSPEX will be reported elsewhere.
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