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Multi-Agent Systems

Sept. 2000, Bahia Blanca
University Nacional del Sur

• Last two weeks in September.

• Tentative Dates:Tuesday, Sept. 19th, Thursday, Sept. 21st, Friday, Sept. 22nd,

Tuesday, Sept. 26th, Thursday, Sept. 28th, Friday, Sept. 29th.

• Time: From 4–6 pm, unless otherwise indicated.

• Lecture Course is on theoretical issues, emphasis on mathematical-logical

foundations.
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Overview

1. Introduction, Terminology
2. Three Basic Architectures
3. Logic Based Architectures
4. Distributed Decision Making
5. Contract Nets, Coalition Formation
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Chapter 2. Three basic Architectures

2.1 Reactive Agents

2.2 BDI Agents

2.3 Layered Architectures
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2.1 Reactive Agents

Intelligent behaviour isInteraction of the agents with their environment. It emerges

through splitting in simpler interactions.

Subsumption-Architectures:

• Decision making is realized throughgoal-directed behaviours: each behaviour

is an individual action.

nonsymbolic implementation.

• Many behaviours can be appliedconcurrently. How to select between them?

Implementation through Subsumption-Hierarchies, Layers.
Upper layers represent abstract behaviour.
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Formal Model

• see: as up to now, but close relation between observation and action:

no transformation of the input.

• actionactionaction: Set of behaviours and inhibition relation.

Beh:= {〈c,a〉 : c⊆ P, a∈ A}.

〈c,a〉 “fires” if see(s) ∈ c (c stands for “condition”).

≺ ⊆ Agrules×Agrules

is called inhibition-relation,Agrules⊆ Beh. We require≺ to be a total ordering.

b1 ≺ b2 means:b1 inhibitsb2, b1 has priority over b2.

2.1 Reactive Agents 35



Chapter 2: Three Basic Architectures Multi-Agent Systems (6 Lectures), Sept. 2000, Bahia Blanca

2.1 Reactive Agents 36



Chapter 2: Three Basic Architectures Multi-Agent Systems (6 Lectures), Sept. 2000, Bahia Blanca

Example 2.1 (Exploring a Planet)
A distant planet (asteroid) is assumed to contain gold. Samples should be brought to a
spaceship landed on the planet. It is not known where the gold is. Several
autonomous vehicles are available. Due to the topography of the planet there is no
connection between the vehicles.

The spaceship sends off radio signals:gradient field.
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Low Level Behaviour:
(1) If detect an obstaclethen change direction.

2. Layer:
(2) If Samples on boardand at basethen drop off.

(3) If Samples on boardand not at basethen follow gradient field.

3. Layer:
(4) If Samples foundthen pick them up.

4. Layer:
(5) If truethen take a random walk.

With the following ordering

(1) ≺ (2) ≺ (3) ≺ (4) ≺ (5).

Under which asumptions (on the distribution of the gold) does this work per-

fectly? What if the distribution is more realistic?

2.1 Reactive Agents 38



Chapter 2: Three Basic Architectures Multi-Agent Systems (6 Lectures), Sept. 2000, Bahia Blanca

• Vehicles cancommunicate indirectly with each other:

– they put off, and

– pick up

radiactive samplesthat can be sensed.
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Low Level Behaviour:
(1) If detect an obstaclethen change direction.

2. Layer:
(2) If Samples on boardand at basethen drop off.

(3) If Samples on boardand not at basethen drop off two radioactive crumbs

and follow gradient field.

3. Layer:
(4) If Samples foundthen pick them up.

(5) If radiactive crumbs foundthen take one and follow the gradient field (away

from the spaceship).

4. Layer:
(6) If truethen take a random walk.

With the following ordering(1) ≺ (2) ≺ (3) ≺ (4) ≺ (5) ≺ (6).
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Pro: Simple, economic, efficient, robust, elegant.

Contra:

• Without knowledge about the environment agents need to know about the

own local environment.

• Decisions only based on local information.

• How about bringing inlearning?

• Relation between agents, environment and behaviours is not clear.

• Agents with≤ 10 behaviours are doable. But the more layers the more

complicated to understand what is going on.
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2.2 BDI-Architecture

Belief,Desire,Intention.

From time to time intentions need to be re-examined. But they also should persist,

normally. ( Pro-active vs. reactive).

Extreme: stubborn agents, unsure agents.

What is better? Depends on the environment.

Let γ therate of world change.

1. γ small: stubbornness pays off.

2. γ big: unsureness pays off.
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Belief 1: Going to lectures is worth doing to learn something.
Belief 2: Dix is a decent lecturer.
Desire 1: Visit Dix-Lecture, in addition read books.
Intention: Getting knowledge about Distributed Systems.

New Belief: Alejandro makes it much better. Therefore revise your Desire.
Desire 2: Visit Garcia-Lecture, in addition read books.

Of course, Alejandro may turn out to be the worst lecturer from all . . .
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(B,D, I) whereB⊆ Bel,D⊆ Des, I ⊆ Int

I can be represented as a stack (priorities are available)

• BDI dates back to (Bratman, Israel, and Pollack 1988).

• PRS (procedural reasoning system, (Georgeff and Lansky 1987)) uses BDI.

Applications: Space Shuttle (Diagnosis), Sydney Airport (air traffic control).

• BDI-Logics: (Rao and Georgeff 1991; Rao and Georgeff 1995; Rao 1995).
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2.3 Layered Architectures

At least 2 layers: reactive (event-driven), pro-active (goal directed).
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Horizontal:

• simpel (n behaviours,n layers),

• overall behaviour might be inconsistent,

• Interaction between layers:mn (m = # actions per layer)

• Control-system is needed.

Vertical:

• Only m2(n−1) interactions between layers.

• Not fault tolerant: If one layer fails, everything brakes down.
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Touring Machine

Autonomous Vehicle.
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Rule 1: Avoid curb

if is in f ront(curb,observer) and

speed(observer)> 0 and

seperation(curb,observer)< curb threshold

then changeorientation(curb avoidanceangle)

Planning-Layer: Pro-active behaviour

Modeling Layer: updating of the world, beliefs, predicts conflicts between agents,

changes planning-goals

Control-subsystem: Decides about who is active. Certain observations should never

reach certain layers.
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Layered architectures do not have a clear semantics and the horizontal
interaction is diffcult.
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(2000).Heterogenous Active Agents. MIT-Press.

Weiss, G. (Ed.) (1999).Multiagent Systems. MIT-Press.

147


